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Agenda

 Network Slicing Chapter Part 1- Key Attributes and Requirements baseline for the 
text of the document.

 Serve as the framework for Part 2 - detailed requirements, architecture, and 
interactions

 Main References are 3GPP, NGMN, 5G America and ITU documents

4



5

 3GPP TS 22.261 v15.0.0 requirements related to Transport Network
 Create, modify, and delete
 Define and update the set of services and capabilities
 Configure to associate a service to a network slice
 No impact on traffic and services from one network slice to the other 
 No or minimum impact on others during a network slice creation, modification and deletion
 Define Minimum and maximum capacity and adaptation of capacity 
 Elasticity of capacity on one has no impact on others on their minimum capacity
 Define priority order as the base for competition of resources
 Means to define policy, functionality and performance 
 In a shared network configuration, each operator able to apply all the requirements to their allocated network 

resources

3GPP Network Slicing Requirements
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Network Slicing - Why 

IMT-2020

 Traffic bandwidth, connection density, and stringent delay has increased up to 3 order of magnitude from 4G 
network

 The requirements are highly diversified and are sometime at the opposite end of spectrum
 Network Slicing allows operator to provide customized networks to meet each service requirements
 An aggregated Network Slice contains multiple instances sharing the same characteristics and is a group of 

instances. It can also contains a dedicated instance only 
 Furthermore, a Network Slice can be a wholesale slice to 3nd party who will manage the instances within that 

Network Slice
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5G America White Paper
Network Slicing for 5G Network & Services

 Fronthaul is inside the RAN Slice between RRH and BBU or between RRH & DU and DU and CU(BBU)
 Backhaul is between RAN and Mobile Core Network or between RAN and Wireline Network for Wireline Services
 There is an East-West association between RAN, Core, and Transport

Not yet clearly defined in 3GPP2 Splits might exist in reality
But not yet in 3GPP spec

Network Slicing – E-2-E Horizontal
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RRH BBU (CU)UE
DU

Intermediate Split CORE

RF FronthaulFronthaul M.Backhaul

App

E.Backhaul

RAN

eMBB (enhanced Mobile Broad Band)
URLLC (Ultra Reliable Low Latency Communication)

 E-2-E Network Slicing is a Team Work and a coherent one including Mobile Fronthaul & Backhaul and 
Ethernet Backhaul

 Fronthual is intertwined within RAN
 It will require tightly coordination between Mobile Network Slices and Transport Network Slices either 

via Central Overall Orchestration (North-South) or In-band (East-West) or both.
 The same may apply to Transport Network Slices belonging to the same path horizontally whatever it 

makes sense and/or across transport network providers

E.Backhaul
Wireline
Services

Network Slicing – E-2-E Horizontal Transport
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Network Slicing – Vertical
 The Network Slicing for RAN and 5G Core has three layers on each: Service Instance, Network Slice Instance and 

Resources.
 Within Service and Network Slice layer, it has multiple instances while resource layer is usually shared 
 The Service Instance Layer represents the services (end-user service or business services) that is realized within 

or by a Network Slice.
 The Network Instance Layer is a set of network functions(e.g., Ethernet switching function) and resources to run 

these network functions, forming a complete instantiated logical network to meet certain network characteristics 
(e.g. ultra-low latency, ultra-reliability, value-added services for enterprises, etc.) required by the Service 
Instance(s)

 The Resource Layer consists of Physical resource: A physical asset for computation, storage or transport including 
radio access and Logical resource:  Partition of a physical resource, or grouping of multiple physical resources 
dedicated to a Network Function or shared between a set of Network Functions.

 Reference: 3GPP TR 28.801 and Related content in NGMN "Description of Network Slicing Concept"
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 A network operator uses a Network Slice Blueprint to create a Network Slice Instance. A Network Slice Instance 
provides the network characteristics (e.g., ultra-low-latency, ultra-reliability etc.) which are required by a Service 
Instance. A Network Slice Instance may also be shared across multiple Service Instances provided by the 
network operator.

 The Network Slice Instance may be composed by none, one or more Sub-network Instances, which may be 
shared by another Network Slice Instance. Similarly, the Sub-network Blueprint is used to create a Sub-network 
Instance to form a set of Network Functions, which run on the physical/logical resources.

 Network Slice Blueprint: A complete description of the structure, configuration and the plans/work flows for how 
to instantiate and control the Network Slice Instance during its life cycle. A Network Slice Blueprint enables the 
instantiation of a Network Slice, which provides certain network. A Network Slice Blueprint refers to required 
physical and logical resources and/or to Sub-network Blueprint(s).

Network Slicing – Vertical
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Network Slicing – Vertical - Transport

 The transport network (Mobile Fronthaul, Mobile Backhaul, and Ethernet Backhaul shall have the corresponding 
layers – Service Instance, Network Instance Slice  and Resources Layers

 Network Slice Instance Layer - logical Transport Network including Network Technology Types, Topology, etc.
 Resource Slice Instance Layer – Capacity (system, port), Priority, Ethernet (Queues, Scheduler, Shaper, etc.)
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Network Slicing – Service requirements 

 The service requirements of Network Slicing can be based on
 Capacity and Bandwidth
 Functionality - priority, charging, policy, security, mobility, etc. 
 Performance – latency, latency variation, mobility, availability, reliability, throughput, etc.
 Application categories – eMBB, uRLLC, mMTC
 User – consumer, business user, public safety users, roamers, etc.



13

Network Slicing – Service Examples

Functional Split 2,3

Functional Split 4,5

Func. Split 6,7  

F. S.Lower Partial  Higher Partial

MFHRF

MBHBBU

BBU

BBU

BBURRU

RRU

RRU

RRU

UE

UE

UE

UE

M. Core

M. Core

M. Edge Core

M. Edge Core

Functional Split 2,3

Functional Split 4,5

Func. Split 6,7  

F. S.Lower Partial  Higher Partial

MFHRF

BBU

BBU

BBU

BBURRU

RRU

RRU

RRU

UE

UE

UE

UE

E-LINE, E-LAN (MEF)

IP VPN (MEF) 

Network App(MEF)

App (CORD)

MPLS/IP Service

NaaS

XaaS

Ethernet Service

Mobile
App

Slices

Functional Split 4,5

Func. Split 6,7  

MFHRF

BBU

BBURRU

RRU

UE

UE

Fog Computing

Cloud Storage Storage

Compute

“Wireline”
Service
Slices

IT
Slices

M2M

Mobile BB

Automobile

Vertical

Functional Splits options being discussed in 3GPP, only Option 2 is standardized today
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Slice to Resource 

API

RANRF

API

KPIsKPIs

KPIs

KPIs

KPIs

KPIs

KPIs

KPIs

KPIsKPIs

 Inter layer communication via APIs on Service Requirements including KPIs
 Transport Network Slicing instance within RAN for fronthaul and between RAN and Core for backhaul
 It will require Network Slicing association and coordination between Mobile and Transport Network Slicing

based on Network Slice ID
 Transport resource in the Resource Layer is dedicated to Transport

Network Slicing – E-2-E Examples
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 Transport Network Slicing Instances Category can be based on the location and functions: MFH (lower split), MFH (higher split), 
MBH and EBH as they serve different purpose with different characteristics and requirements

 The Transport Technologies can be a sub-network instances within the Network Slice Instance as it can contain multiple sub-
network instances (e.g., MFH consists of WDM and Ethernet sub-network instances)

 Resource Layer Category based on Transport Technologies: WDM-λ, OTN – OTUx, Ethernet – Queues, Scheduler, Shaper
 Some MFH network slice instances may use only WDM sub-network instance for uRLLC while others such as eMBB may use 

both
 API is the mechanism to communicate requirements from one layer to the next layer in a North-South relationship

MFH (lower split) MFH (higher split)MBHEthernet BH

eMBB

OTN OTUx

URLLC mIOT Carrier
Ethernet

Digital
Services

WDM λCapacity Ethernet Queues

Network Slicing – Transport

WDM

EthernetOTNWDM



Network Slicing - Control Plane and User Plane
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 5G Network supports the separation of control plane and data plane and applies to Network Slicing
 For a given Network Slice, it has both control plane and data plane instances
 As such, Transport Network will have both control plane and data plane instances
 Both have separate requirements and KPIs

3GPP TR 23.799
Actual agreements are in section 8 or in TS
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Synchronization
Network Slicing - KPIs

 Synchronization can be another plane in addition to Control Plane, Data Plane and Management Plane
 It may be a separate slice on its own

SyncE,IEEE1588v2
BITS, Stratum 3 Clock IEEE 1588v2 requires 1ns precision timing

Richard Tse, Synchronization and NGFI
IEEE 1914 April 5, 2017 
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Network Slicing  
Time Sensitive Ethernet Session

Carrier Ethernet Provider

Mobile Operator

 Time Sensitive Ethernet Session across Mobile (UE-RAN-CORE) Slice and Transport Network Slice
 It may be Connection Oriented Session or Connectionless Session 
 There is a East-West relationship on each individual session within each slice
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3GPP TR 23.799
Actual agreements are in section 8 or in TS
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Slice
Scale

mMTC

uRRLC

eMBB

Wireline

mMTC

uRRLC

eMBB

Wireline

mMTC

uRRLC

eMBB

Wireline

Time

Network Slicing Scaling
Requirements – Scale up & down - Dynamic and On-Demand

 Each Network Slice can scale up & down dynamically and on-demand as Applications and Traffic Load changes
 Each Transport Slice can scale up & down dynamically and on-demand as Applications and Traffic Load changes
 The elasticity of Transport Slice can be based the configured minimum and maximum capacity while dynamically 

scale up and down within the range
 Furthermore, Ethernet CIR and EIR capability may be needed for Network Slice
 Policy may be communicated when the requested capacity not fully available.
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Network Slicing Architecture– Transport Path

 For wireline services such as Carrier Ethernet Services, the E-2-E UNI-NNI-ENNI-NNI-UNI across 
both RAN and Transport

 Note that User Plane in RAN and Mobile Core are PDU sessions either Ethernet or IP
 In RAN and 5G Core, it has 15 QoS level, assuming that it will map to 8 QoS levels when handing 

over to Transport Network
 Variety of Transport Network Paths at different parts of the Network 
 Some are self contain without crossing multiple parts of the Network
 Some are cross multiple parts of the Network: UNI-ENNI-UNI
 Some UNIs are Mobile UNI (mUNI) and some are Virtual UNI (vUNI) due to vBBU and vCORE
 Transport Path can span a single transport layer (L0, L1, L2) or multiple layers (L0/1/2)
 Transport network slice is a group of multiple sessions and shall have the same characteristics

RRH vBBU (CU)UE
DU

Intermediate Split

Wireline
CORE

RF FronthaulFronthaul M.Backhaul

App

E.Backhaul

RAN

E.BackhaulE.Backhaul

Mobile
vCORE

UNI vUNIUNIUNI UNI

UNI

vUNIUNIv vUNI

UNI UNIUNI

UNIUNI

UNImUNI
ENNIENNI ENNI

UNI
ENNI ENNI

mUNI

Might exist in reality
But not yet in 3GPP spec



Classification
Marking

Policing Scheduling

• VLAN stacking, translation, 
swapping (QinQ, QinQinQ)
• L2/L3 aware Priority mapping 
• Two rate three color 
classification

• Strict Priority 
• Weighted Round Robin
• 8 Queues per Port
• Hierarchical Scheduling

• Policing based on EVC, P-bit, 
EVC+P-bit
• CIR/EIR
• Hierarchical Policing

Shaping

• Traffic Throttling
• Hierarchical Shaping

Network Slicing - Carrier Ethernet 

Congestion
Management

• Tail Drop
• Weighted Random 
Early Detection

21

CoS 7

CoS 0

CIR / EIR

CIR / EIR
CIR / EIR

CIR / EIR

CIR / EIR

CIR / EIR

CIR / EIR
CIR / EIR

CIR/EIR

Cluster 2/1

Q0

Q7

Q0

Q7

Q0

Q7

Cluster 1/1

Cluster 1/2
Or Tag Grouping

 Transport Slice – Carrier Ethernet Traffic Engineering Requirements – Adding Slice Layer
 A slice layer may be represented by another tag (two push/pop with one being the slice and the other being individual 

session) or grouping of VLANs, a foundation of a separate layer while maintaining the operations of individual sessions 
 The same principal may apply for Policing, Shaping, Scheduling and Congestion Management



Classification
Marking

Policing Scheduling

• VLAN stacking, translation, 
swapping (QinQ, QinQinQ)
• L2/L3 aware Priority mapping 
• Two rate three color 
classification

• Strict Priority 
• Weighted Round Robin
• 8 Queues per Port
• Hierarchical Scheduling

• Policing based on EVC, P-bit, 
EVC+P-bit
• CIR/EIR
• Hierarchical Policing

Shaping

• Traffic Throttling
• Hierarchical Shaping

Link OAM (802.3ah/802.3-2005Clause 57), CFM OAM (802.1ag), Service OAM (Y.1731) 

RFC2544, Y.1564 

SyncE,IEEE1588v2
BITS, Stratum 3 Clock

1:1 G.8031, P-2-P 1:1 & 0:N LAG
MC-LAG

G.8032 Ring

E-LINE, E-LAN, E-Tree, E-ACCESS

Network Slicing – Ethernet Services 
Congestion

Management

• Tail Drop
• Weighted Random 
Early Detection
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 A slice is a group of EVCs with a Slice Layer added
 Ethernet Service type may apply to the Slice layer at least for both E-Line, E-Access, and E-Transit types



Classification
Marking

Policing Scheduling

• VLAN stacking, translation, 
swapping (QinQ, QinQinQ)
• L2/L3 aware Priority mapping 
• Two rate three color 
classification

• Strict Priority 
• Weighted Round Robin
• 8 Queues per Port
• Hierarchical Scheduling

• Policing based on EVC, P-bit, 
EVC+P-bit
• CIR/EIR
• Hierarchical Policing

Shaping

• Traffic Throttling
• Hierarchical Shaping

Link OAM (802.3ah/802.3-2005Clause 57), CFM OAM (802.1ag), Service OAM (Y.1731) 

RFC2544, Y.1564 

SyncE,IEEE1588v2
BITS, Stratum 3 Clock

1:1 G.8031, P-2-P 1:1 & 0:N LAG
MC-LAG

G.8032 Ring

E-LINE, E-LAN, E-Transit, E-ACCESS

Network Slicing – Ethernet OAM 
Congestion

Management

• Tail Drop
• Weighted Random 
Early Detection
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 A slice is a group of EVCs with a Slice Layer added
 The Ethernet OAM can apply to Network Slice Layer



Classification
Marking

Policing Scheduling

• VLAN stacking, translation, 
swapping (QinQ, QinQinQ)
• L2/L3 aware Priority mapping 
• Two rate three color 
classification

• Strict Priority 
• Weighted Round Robin
• 8 Queues per Port
• Hierarchical Scheduling

• Policing based on EVC, P-bit, 
EVC+P-bit
• CIR/EIR
• Hierarchical Policing

Shaping

• Traffic Throttling
• Hierarchical Shaping

Link OAM (802.3ah/802.3-2005Clause 57), CFM OAM (802.1ag), Service OAM (Y.1731) 

RFC2544, Y.1564 

SyncE,IEEE1588v2
BITS, Stratum 3 Clock

1:1 G.8031, P-2-P 1:1 & 0:N LAG
MC-LAG

G.8032 Ring

E-LINE, E-LAN, E-Transit, E-ACCESS

Network Slicing – Network Protection 
Congestion

Management

• Tail Drop
• Weighted Random 
Early Detection
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Dual Homing Dual Node
Interworlking

 A slice is a group of EVCs with a Slice Layer added
 The Ethernet network protection can apply to Network Slice Layer
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Network Slicing Mobile Protocol I/F Requirements
User Plane

3GPP TS 23.501

 User Plane -> PDU session/layer -> The PDU carried between UE and The DN (Data Network) 
 PDU session type – Ipv6 (IPv6 Packets), Ethernet (Ethernet Frames)
 PDU session multiplexing – Multiplexing traffic of different PDN sessions (possibly different session types)
 Each Transport Slice is a collection of PDU sessions sharing the same characteristics
 In the wholesale slice use case, it will need such exposure and management to the buyer of the slice
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Network Slicing Mobile Protocol I/F Requirements
Control Plane

 Control Plane -> Control PDU session/layer -> The PDU carried to/from Control Plane – still being defined 
 Control PDU session type – Ipv6 (IPv6 Packets), Ethernet (Ethernet Frames)
 Control session multiplexing – Multiplexing traffic of different PDN sessions (possibly different session types)
 In the wholesale slice use case, it will need such exposure and management to the buyer of the slice

3GPP TS 23.501



Network Slicing Lifecycle Management 
Requirements
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3GPP TR 28.801

 Mobile Network Slicing Lifecycle Management
 Instantiation/Configuration, Activation, Supervision, Reporting, Upgrade/Reconfiguration/Scaling, Deactivation, Termination

 Corresponding Transport Network Slicing Lifecycle Management
 Instantiation/Configuration, Activation, Supervision, Reporting, Upgrade/Reconfiguration/Scaling, Deactivation, Termination

 There is an association among RAN, Core and Transport via East-West and/or North-East communication


